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ABSTRACT 

Agriculture is the backbone of global food security and economic stability, yet plant 

diseases pose a significant threat to crop productivity, leading to severe financial losses for 

farmers. With climate change accelerating the spread of plant diseases, traditional 

detection, diagnosis and management methods often fail to provide timely solutions. 

Artificial Intelligence (AI) emerges as a revolutionary tool and plays a crucial role in various 

agriculture fields including enabling early disease detection, precision agriculture, climate 

prediction, soil health monitoring, weed management and predictive analytics to mitigate 

crop losses, helping farmers to make decisions based on risk analysis and optimize 

resources efficiently. Despite its immense potential, AI implementation faces challenges 

such as data scarcity, variability in symptoms, and adaptability across diverse farming 

conditions. Addressing these limitations through high-quality datasets and advanced 

machine learning models can unlock AI’s full potential in agriculture. Among recent 

advancements, the Structured Featured and Parameterized Graphical Recurrent Network 

(SFPGRN) model stands out for its ability to analyze spatial and temporal plant disease data 

with remarkable precision. Unlike traditional models, SFPGRN captures disease progression 

over time and integrates environmental data, significantly improving early detection and 

response strategies. Convolutional Neural Networks (CNNs) are instrumental in analyzing 
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plant images to detect disease symptoms such as leaf discoloration, spots, and wilting. 

Advanced models like Graph Neural Networks (GNNs), Artificial Neural Networks (ANNs), 

and Deep Neural Networks (DNNs) process complex datasets to improve accuracy in 

disease prediction. This paper explores various AI models that enhance agricultural 

management and thus contributing to a more secure and efficient agricultural ecosystem. 

 

INTRODUCTION 
 

 major portion of the world 

population is involved in agriculture 

and its allied sectors to earn their 

living, whether it be poultry farming, 

horticulture or mushroom farming. Agriculture 

is the backbone of our country, about 54.6% of 

the Indian population is dependent on 

agriculture and its allied sectors (Census, 

2011). Looking over this figure one can 

understand how adversely the country’s 

economy and people’s livelihood is affected 

when the crops are set to threat by the 

widespread diseases. This is because plant 

diseases lead to complete crop failure if kept 

unchecked, which in turn results in heavy 

income loss for farmers. Plants are subjected 

to a reduction in their productivity from 10%-

95% when attacked by diseases (Ahmed et al., 

2012).  A heavy global economic loss of $220 

billion is reported annually due to plant 

diseases (Savary et al., 2019; Oerke, 2006). 

Furthermore, due to climate change in recent 

years, the incidence and spread of plant 

diseases have been at a higher rate. Practicing 

systems like monoculture and systems 

utilizing high inputs, reduce the diversity in 

crops and thus the crop becomes prone to 

attack by pathogens (McDonald & Linde, 

2002; Collinge et al., 2022; Ferguson et al., 

2023). These shifting trends in agriculture 

require new approaches to quickly discover 

more about plant diseases, improve crop 

resilience, and better understand how plants 

interact with microbes. 

The field of plant pathology covers the causes 

of plant diseases, their spread and impact, and 

the formulation of comprehensive 

management strategies for agricultural and 

horticultural systems (Shirahatti et al., 2018). 

Artificial Intelligence (AI) is emerging as a 

revolutionary tool in various fields including 

the field of plant pathology by boosting our 

perception and knowledge about disease 

incidence in plants and ameliorating the 

management of the same (Figure 1). Using 

Machine Learning (ML), Artificial Intelligence 

helps in the early diagnosis of plant diseases 

by evaluating patterns in photos, 

environmental conditions, and genetic data. It 

also enables precision agriculture, which 

allows for focused treatments, lower pesticide 

use, and, eventually, increased crop output. Al 

can also help predict disease outbreaks by 

examining historical data, meteorological 

conditions, and plant health, allowing farmers 

to take preemptive steps to preserve crops.  

 
1. Overview of Artificial Intelligence 

Artificial Intelligence (AI) refers to the ability 

of computer systems to carry out tasks that 

normally require human intelligence. These 

A 
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tasks include learning from experience, logical 

reasoning, understanding and interpreting 

information, making predictions, and making 

decisions (Agrios, 2004). Artificial 

Intelligence in simple terms is like a computer 

system that tries to think and learn in a similar 

way as a human brain does. Not only it follows 

instructions as a computer does but also it is 

efficient in decision making, recognizing 

patterns, and simplifying tasks that are too 

complex and time consuming to be solved. In 

everyday life, Artificial Intelligence is made 

up of voice assistants like Alexa, and Siri, etc. 

The core idea of AI is to create algorithms that 

allow machines to imitate human intelligence 

by understanding their environment, 

processing information, making decisions, and 

continuously improving their performance 

over time. 

2. Different Advanced Models of Artificial 

Intelligence (AI) 

i. Neural Networks: A neural network is a 

type of AI that helps computers think and 

learn like a simple version of the human 

brain. It is used to recognize patterns, make 

decisions, and solve problems without 

needing step-by-step instructions. These 

systems utilize extensive neural networks 

to comprehend and produce human-like 

language. They are highly effective in 

natural language processing tasks, 

including text prediction and language 

translation (Abiodun et al., 2018).  

ii. Graph Neural Networks (GNN): GNN is 

a type of artificial neural network designed 

to process data structured as graphs, where 

entities (nodes) and their relationships 

(edges) are analyzed to extract meaningful 

patterns. Unlike traditional neural 

networks, which work with grid-like data 

(such as images or sequential text), GNNs 

excel at handling non-Euclidean data, 

making them useful in fields like social 

networks, chemistry, biology, and traffic 

prediction. GNNs operate by aggregating 

and propagating information across 

connected nodes, allowing them to learn 

complex dependencies within the graph 

structure. These models are widely used in 

applications such as fraud detection, 

recommendation systems, drug discovery, 

and climate modeling. Their ability to 

capture relationships and dependencies in 

graph-based data makes them highly 

effective in solving real-world problems 

where connections and structures play a 

critical role. 

iii. Artificial Neural Networks (ANN): ANN 

is a computational model inspired by the 

structure and function of the human brain. 

It is designed to recognize patterns, process 

data, and make predictions by mimicking 

biological neural networks. ANNs are 

widely used in machine learning (ML) and 

artificial intelligence (AI) for tasks such as 

image recognition, natural language 

processing, and data classification. 

iv. Large Language Models (LLMs): Large 

Language Models are super-smart AI 

systems that can understand and generate 

text just like a human. They are trained on 

massive amounts of text, so they can 

answer questions, write stories, summarize 

information, translate languages, and even 

chat with people. 

v. Convolutional Neural Network (CNN):  

A convolutional neural network (CNN) is a 

specialized type of neural network built for 

image processing and recognition. It 

utilizes convolutional layers to 

automatically and adaptively capture spatial 

feature hierarchies from input images. A 

CNN is a special type of AI that helps 

computers see and understand images just 

like our eyes and brain work together to 

recognize objects (LeCun et al., 1998; 

Celeghin et al., 2023). 
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vi. Machine Learning (ML): ML is a type of 

Artificial Intelligence (AI) that allows 

computers to learn from data and make 

decisions without being explicitly 

programmed. Instead of following fixed 

instructions, ML enables machines to 

recognize patterns and improve their 

performance over time. Machine learning is 

like teaching a computer to learn from 

experience instead of giving it step-by-step 

instructions. It helps computers recognize 

patterns and make smart decisions on their 

own just like how humans learn from 

examples. 

vii. Deep learning (DL): Deep Learning is a 

type of Artificial Intelligence (AI) that 

helps computers learn and make smart 

decisions by mimicking how the human 

brain works. It is a more advanced form of 

Machine Learning (ML) that can recognize 

patterns, process large amounts of data, and 

improve over time just like how people 

learn from experience. 

viii. Deep Neural Network (DNN): A deep 

neural network consists of three or more 

layers, including an input layer, one or 

more hidden layers, and an output layer. 

These networks can learn complex patterns 

and are widely applied in various fields. 

Although the idea of deep neural networks 

dates back to the 1960s, their practical 

effectiveness gained momentum in the mid 

to late 2000s, driven by improvements in 

training techniques and computational 

power (Bengio et al., 2013). 

3. Uses of AI in Agriculture 

3.1 Climate change and weather prediction 

Accurate predictions in climate and weather 

predictions are a must for preventing any 

losses caused due to weather changes. GNNs 

help analyze spatiotemporal weather patterns 

by considering interdependencies between 

geographical locations. Scientists use these 

networks to model interactions between 

climate variables (temperature, humidity, 

rainfall) across different locations, predict 

extreme weather events like droughts, 

heatwaves, or heavy rainfall that can impact 

crop yields, and improve seasonal forecasting 

to help farmers prepare for upcoming weather 

conditions. 

 3.2 Soil Management 

One of the most indispensable parts of 

agricultural practices is soil management 

because it directly health and productivity of 

crops. Good soil also reduced the need for 

synthetic fertilizers and pesticides making 

farming practices more environment friendly. 

Also, the soil quality improves when organic 

matter is applied to the soil (Pagliai et al., 

2004). AI models like Artificial Neural 

Networks help in predicting monthly mean soil 

temperature (Levine et al., 1996). ANN 

predicts the soil temperature by using 

historical data like past soil temperature, 

changes in weather patterns and seasonal 

changes and their impact on soil which in turn 

help in learning patterns and trends over time. 

After the ANN is trained with such historical 

data, the future soil temperature changes 

patterns can be predicted. 

3.3   Weed Management 

Weeds pose a significant threat to agricultural 

productivity as they compete with crops for 

vital resources, including water, nutrients, 

sunlight, and space. Deep learning models, 

especially Convolutional Neural Networks 

(CNNs), are used to analyze images captured 

by drones, satellites, or ground-based cameras. 

These models are trained to distinguish 

between weeds and crops based on visual 

characteristics like shape, color, and texture 

(Tshewang et al., 2016). By analyzing the 

imagery, the model can accurately identify and 

map weed presence across large areas. Weed 

Seeker and See & Spray are systems that use 
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machine learning and computer vision to 

identify weeds and apply herbicides 

specifically to the weeds, thus reducing 

herbicide usage and enhancing crop yield 

(Feng et al., 2023). 

4. Models of AI in Plant Disease Detection 

4.1 Convolutional Neural Networks:  

CNNs are widely used for image-based plant 

disease detection. They can analyze images of 

leaves, stems, or other plant parts to identify 

symptoms of disease, such as spots, 

discoloration, or wilting (Figure 2). The 

network is trained on a large dataset of labeled 

images, where each image corresponds to a 

specific disease or healthy plant. CNNs can 

automatically extract features like color, shape, 

and texture to differentiate between diseases 

(Demilie, 2024). 

The input to a CNN is an image of a plant part, 

like a leaf, that may show disease symptoms 

such as spots or discoloration. Before 

processing, the image is resized, normalized, 

or augmented to ensure consistency and 

increase dataset variety. The CNNs use 

convolutional layers, where small filters slide 

over the image to detect features like edges, 

textures, or color changes. As the network 

deepens, it identifies more complex patterns, 

such as veins or disease spots. 

After convolution, activation functions 

introduce non-linearity, allowing the model to 

capture intricate disease patterns. Pooling 

layers reduce the image’s size and make the 

model more efficient by decreasing parameters 

and handling small shifts in the image. Fully 

connected layers combine features to generate 

a prediction, which outputs the likelihood of 

disease and the specific type. The final output 

layer determines the class (e.g., diseased or 

healthy) based on the highest probability. 

4.2 Structured Featured and Parameterized 

Graphical Recurrent Network (SFPGRN): 

4.2.1 Graph Representation of Plant Data: 

The SFPGRN model uses a graph-based 

structure to represent plant data, such as 

images of leaves, stems, or other plant parts. 

This model was proposed by Zhou and he 

found a classification accuracy of 93.215 on a 

dataset of leaf disease and insect pests of 

apples (Zhou et al., 2023). In this model, each 

plant part is treated as a node, and the 

relationships between them (like how different 

parts interact or how symptoms spread across 

the plant) are captured as edges in the graph. 

This approach helps in understanding complex 

patterns in plant disease spread, which 

traditional models may miss. 

4.2.2. Handling Temporal and Spatial 

Information: 

The model can handle temporal and spatial 

data effectively. For plant disease detection, 

this is valuable because it allows the model to 

not only analyze images of plants but also 

monitor how diseases evolve over time and 

how different environmental factors (e.g., 

temperature, humidity) affect plant health. The 

recurrent aspect of the model (from "Recurrent 

Network") helps it keep track of this 

progression. 

4.2.3. Learning from Structured Features: 

SFPGRN takes advantage of structured 

features from the plant data, like leaf textures, 

shapes, and colors, and parameterized 

representations of plant symptoms. By doing 

so, it learns complex relationships and 

improves its accuracy in detecting diseases, 

even in early stages where symptoms may be 

subtle. 

4.2.4. Improved Disease Detection:  

With this unique ability to model both spatial 

and temporal dependencies, SFPGRN can 

detect diseases in ways that traditional CNNs 

may struggle with. For instance, it can predict 
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disease progression or detect subtle 

interactions between different disease 

symptoms in a more nuanced way. This leads 

to better early-stage detection and more 

accurate diagnosis of plant diseases. 

4.2.5. Integration with Other Data Sources: 

SFPGRN can integrate various data sources 

beyond just images, such as environmental 

data from IoT sensors. This helps the model 

predict disease outbreaks or detect diseases in 

challenging environments by considering 

factors like weather conditions, soil moisture, 

and more. 

 

Figure 2. Graph diagram illustrating the operation of 

Siamese convolutional neural networks (SNNs) for detecting 

plant diseases from an image dataset. Source: - 

https://doi.org/10.3390/horticulturae10030197 

4.3 Challenges to Implementation of AI in 

Plant Disease Detection: 

While Artificial Intelligence and its model 

serve as a promising tool in the detection of 

plant disease it comes up with several 

challenges too which need to be addressed for 

the effective management of plant diseases. AI 

models like Convolutional Neural Networks 

demand datasets with high quality and need to 

be well labeled. Gathering such data can be 

difficult as symptoms of diseases highly vary 

with certain environmental conditions also the 

data may be limited for certain plant species. 

Many Machine Learning models are crop and 

pathogen specific and provide results under 

controlled settings due to which these 

algorithms are not able to provide generalized 

results over diverse farming contexts since 

they have been trained over a limited dataset 

(Benos et al., 2021). The numerous changes in 

crop cultivars, development phases, climates 

soil conditions, and disease strains provide 

obstacles in developing Artificial Intelligence 

systems with adequate flexibility for in situ 

use (Singh et al., 2016). 

CONCLUSION 

The field of Artificial Intelligence 

encompasses various models that significantly 

impact agriculture. AI represents a powerful 

tool for mitigating plant disease threats, weed 

management, soil management, enhancing 

crop productivity, and ensuring food security. 

Convolutional Neural Networks (CNNs) have 

proven to be highly effective in analyzing 

plant images for disease detection by 

identifying patterns such as discoloration, 

spots, and other visual symptoms. Other 

models, such as Graph Neural Networks 

(GNNs), Artificial Neural Networks (ANNs), 

and Deep Neural Networks (DNNs), further 

enhance predictive capabilities by processing 

complex datasets that include environmental 

and historical data. Large Language Models 

(LLMs) and Machine Learning (ML) 

algorithms provide additional layers of 

intelligence, allowing for advanced data 

analysis, pattern recognition, and automation 

in decision-making processes. 

In agriculture, AI applications extend beyond 

disease detection, climate change and 

unpredictable weather patterns have made 

accurate forecasting crucial for farmers. AI-

driven climate models analyze weather data to 

predict extreme events such as droughts and 

heavy rainfall, helping farmers prepare for 

potential crop losses. Similarly, AI-powered 

soil management techniques, such as ANN-

based predictions of soil temperature and 

quality, aid in optimizing fertilization and 
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irrigation practices. Weed management also 

benefits from AI-driven image recognition 

technologies, reducing reliance on chemical 

herbicides and promoting eco-friendly farming 

solutions. With continued research and 

technological advancements, AI-driven 

solutions can revolutionize plant disease 

management, making agriculture more 

resilient and sustainable in the face of global 

challenges. By addressing implementation 

challenges and promoting AI adoption, we can 

empower farmers with cutting-edge tools to 

protect their crops, optimize resource use, and 

contribute to a more secure and efficient 

agricultural ecosystem. 
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